Abstract—Information repositories, implemented as Enterprise Portals (EP) on the intranet, are increasingly popular in companies of all sizes. Enterprise Portals allow for structuring information in a way that resembles the organization of paper copies, i.e. simulating folders and registries and furthermore, provide simple routines for publishing and collaborating. Hence, in general, such kind of information management is not much different from paper management: electronic documents must be uploaded into the Enterprise Portal manually, filed into folders (which have to be created manually, too), tagged and related to other information objects if need be. With this approach information structuring remains subject to the individual user - leading to the well-known problems of multiple filing, overlooking relevant information and incomprehensible folder structure. The SEEK!sem project aims at improving such kind of information system by automatically identifying and recommending related information resources to be added to a folder. The recommendations are based on rules, exploiting content and context similarity of information resources. Rules can be created upfront, based on explicitly defined relations between information objects. They can also be machine learned, i.e. the recommender exploits the existing linkage between documents, folders and other objects to learn “relatedness rules”. In either case, potential new connections are inferred by applying the rules in a reasoning step. Recommended new connections are ranked by the sum of the scores of all applied rules – the rule scores, again, can either be provided by experts or machine-learned. The applied rules can serve as an explanation of a recommendation, i.e. they can assist users in understanding why a particular connection is suggested.
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I. INTRODUCTION

The SEEK!sem project is a Swiss national funded research project\(^1\). Business partner in the project is a Swiss software vendor who offers a web-based information management system. Electronic documents (i.e. text but also images) can be uploaded into the Enterprise Portal manually, filed into folders, tagged and related to other information objects if need be. Even though the current information system enables storing and accessing information objects in a well-structured user-friendly way, information management remains subject to the individual user - leading to the well-known problems of incomprehensible folder structure, multiple filing and overlooking relevant information. In the paper at hand we focus on how users can be supported in identifying related information in large repositories. That is, when a user is working with a folder, the system should proactively recommend resources that are related to this folder. Therefore we exploit content and context similarity of information resources and recommend related information objects based on rules.

The context of an information resource is given by its relation to other objects in the system. Since we are considering an Enterprise Portal (or other information management system used within an enterprise context), the majority of object classes and their relations are related to concepts in the business world. We therefore use an enterprise ontology called ArchiMEO (concepts and relations are derived from the ArchiMate standard [1]), which has been adapted to include all classes and relations that are present in the studied information management system.

For explaining to the user why a resource was recommended and how it was scored, the rules are represented in natural language, based on the names of the relations in ArchiMEO. If a user accepts a recommendation her decision will be stored and later used for improving the recommendation rules.

Outline of the paper is as follows: in Section II, we introduce the SEEK!sem project to set the frame for our research. We then outline the problem statement, research questions and research methodology in Section III. Related work is presented in Section IV. In Section 0 we describe our approach for recommending information resources in detail. Section VI discusses the results of a preliminary evaluation. The paper concludes with Section VII.

II. BACKGROUND: THE SEEK!SEM PROJECT

The SEEK!SDM software already has a good market penetration in Switzerland and has been successfully introduced in public administrations, such as the city council of Zurich. However, with today’s software version, management of electronic documents is not much different from paper management. Many tasks are to be performed manually and the potential of having machine readable information is not exploited yet. Thus, key points of
improvement are (a) increasing the degree of automation in the creation and filing of information objects, e.g. through automatic classification of information objects, (b) improving the transparency of information in its context through search improvement and recommendations, e.g. on the basis of similarities, previous information usages or semantically enriched enterprise context information and (c) continuous, automatic discovery and alignment of (hidden) structures, e.g. through the implementation of unsupervised learning algorithms.

Within the SEEK!sem project these three points are addressed. In the paper at hand we focus on (b), i.e. how information supply and, as a consequence, the structures within the information management system, can be improved by automatically recommending related information objects.

The SEEK!sem project aims at improving the existing information management software in order to strengthen the business partner’s market position and increase the user’s information management software in order to strengthen the user’s value creation.

III. RESEARCH QUESTIONS AND APPROACH

A. General problem description

Assume that a user has created a folder (which we will call “dossier” later on) and filed a number of new information objects (documents, images, etc.) into that folder. When working with the folder, other, already existing information objects that could be of interest will be recommended. By accepting the suggestion, the recommended and the newly added information objects are automatically linked.

For recommendation similar information objects must be identified. Whereas similarities between text documents are quite easy to implement – mostly based on the overlap of words within the documents – and many approaches are already available, similarities between information objects of mixed format, for example between text documents and images, images and structured information like contact and address data, and information objects and information structure (i.e. text document and folder access rights) are rather hard to determine.

B. Research questions

These challenges result in the following research questions to be addressed within this work:

1. How to describe the context of information objects in a sound and machine understandable way?
2. How to exploit this context to establish reliable similarity between arbitrary information objects and use it for recommending related resources?

C. Research method

In this work, we have designed a framework and algorithm a) to represent information objects and their context (see research question 1 above) and b) to exploit that context for learning a similarity measure between information objects (see research question 2).

We followed the design research principles as proposed by Hvevner [2], which means that we traversed the following phases:

- We first analysed the required properties of the similarity measure as well as the available context information that should be represented (“awareness of problem” phase)
- We then put forward and implemented our data representation, similarity measure and recommender algorithm (“suggestion” and “development” phases)
- We finally evaluated the resulting software prototype by applying it to real-world data. The resulting rules (or paths as we will call them later) that were discovered by the algorithm on the given data were inspected manually and discussed with our business partner (“evaluation” phase). Because the proposed similarity measure has not yet been integrated into a operational recommender, we could only test it in this qualitative way.

In this paper, we present the details of our algorithm (including recommendation), as well as the qualitative results that we obtained during the evaluation of the proposed similarity measure.

IV. RELATED WORK

Recommendation of related items, such as of related products in an on-line shop (cf. [3]) can be transferred to the domain of information resources, e.g. to recommend legal documents that are related to a given legal case a lawyer is working on [4],[5]. Such recommendations can ease the work within a short timeframe (as in the case of the lawyers), but it can also help to persistently organize information in a more consistent way. Hence, retrieval of this information becomes easier on a longer term basis and emergence of information silos is avoided.

In any case, the notion of similarity between enterprise objects – such as documents and/or folders, but also others such as images or (information about) persons – is at the heart of many recommenders. More generally, similarity also plays a major role in a vast number of tasks in information retrieval, data mining and text mining.

Traditional measures of similarity or distance are formulated as functions that combine the similarity or distance of individual attribute (or feature) values via a weighted or non-weighted sum. For objects that are represented as vectors with numeric features, dot products (as used in information retrieval, e.g. [6]) or Euclidean distance e.g. used for clustering) are generic examples of such functions.

When using graph-based representations of data, a standard approach is to establish similarity between two graph nodes n1 and n2 as the probability of reaching n2 when starting a random walk from n1 (e.g. [7]).

All these approaches have in common that similarity is established on a sub-symbolic level, i.e. by adding and multiplying numbers that quantify the strength of certain (symbolic) relations. In this section, we therefore study
previous work that has addressed the two main drawbacks of these traditional sub-symbolic approaches, namely

- their inability to explain in an intuitive way why two objects are similar
- and, in cases of functions relying on a weighted sum, their heuristic and often sub-optimal way of deriving weights.

Much of the work that has been done to address the first drawback stems from the area of case-based reasoning (CBR). A CBR system is a software system that supports humans in solving a current problem by retrieving problems (cases) that are similar to the current one and that have been successfully solved in the past. In order for a human to be able to make an informed choice among retrieved cases and to adapt it to her needs, it is particularly important for a CBR system to explain why the retrieved cases were considered similar to the input case.

In [8], an approach is developed that uses a symbolic similarity measure and summarises retrieved cases by all features that they – and the input problem – have in common.

A particular form of symbolic similarity, namely rule-based similarity is introduced by Sebag and Schönauer [9]: they assume a set of rules to be defined over the attributes of cases in CBR. Rules that match case descriptions are used to predict the plan (i.e. a class of solutions) that will be adapted to a case. The similarity of two cases is defined as the sum of weights of all rules that match the problem description of both cases.

The work in [9] additionally emphasises why rule-based similarities are more flexible than weight-based similarities: apart from giving an explanation of similarity, they allow to express the influence of dependencies between attribute values on similarity, whereas weight-based similarity assumes that all attributes contribute to similarity independently with a certain strength.

The second drawback of many weight-based similarity functions, namely the heuristic way of establishing weights, can be addressed by approaches that learn a similarity function. These approaches exploit instances of known similarity, i.e. pairs of objects that have been manually labeled as being similar. This is used e.g. in image retrieval [10] where pictures representing the same object are manually identified and a metric is learned from such training examples that will help to identify similar pictures automatically.

Using a graph-based representation of data, Minkov and Cohen [11], [12] have experimented with learning similarities in graphs with typed edges. Their approach is based on the random walk paradigm where a walk starts at a given set of initial nodes (the query). Transition probabilities depend on the types of edges. After some steps, the resulting distribution of the probability mass over the graph’s nodes is interpreted as scores and thus results in a ranking of the graph nodes w.r.t. the query. This has been applied e.g. in the task of finding synonyms in word graphs [13].

As training data, they consider example queries, together with all nodes labeled as relevant to these queries. The training data is used to learn the transition probabilities (i.e. graph weights) in [11]. In a later work [12], this purely sub-symbolic learning is enhanced with a so-called path tree which is used to constrain a random walk by preferring paths that are more likely to lead to relevant nodes. Paths are – as in our work – defined as sequences of edge types. Each path is assigned a (smoothed) probability of leading to a relevant node.

Although the set of paths that lead to a retrieved node in a random walk could be used as an explanation of why that node was retrieved, Minkov and Cohen do not consider this possibility.

To our knowledge, the only work that combines symbolic similarity with learning is that of Sebag and Schönauer: in [9], their definition of rule-based similarity (see above) is complemented with a machine learning approach that learns the rules from the examples in the case base.

In our work, we present a new form of such combination: the result of our approach can be understood as a rule-based similarity measure that is being learned from manually labeled examples. The approach differs from the one in [9] in that it operates on graphs. It uses a very special form of rules, namely ones that predict new edges between two nodes based on the presence of certain paths (sequences of edge labels) between these nodes. This allows establishing similarity between objects that do not share any immediate attribute. Hence, it is an even more general approach than the one in [9].

The use of ontologies for improving information retrieval has been extensively studied with the spread of the internet since the late 90s. Focus of the research was the (mostly manual) semantic description of web pages to improve search on the Internet (e.g. [14] and [15] studied the (semi-automatic) classification of Web pages based on their structure and used the formal semantics of an ontology for consistency checking and filtering of web pages). See [16] for a comprehensive overview and comparison of tools and frameworks for semantic annotations. The use of an enterprise ontology for exploiting organisational context for the automatic creation of metadata was researched by [17], [18] and [19].

An enterprise ontology, called ArchiMEO, was developed within a PhD thesis [20] based on former work of [21] and [19]. ArchiMEO represents the notation of the Enterprise Architecture Standard ‘ArchiMate’ [1]. ArchiMate offers an enterprise model and a formalized, but not machine understandable language for model description (an adaptation of UML classes). For using an enterprise architecture description on operational level, e.g. providing the context of information objects, this kind of representation is not enough. Therefore, the ArchiMate concepts and relations were transferred into an ontological representation and expanded taking into account existing work (e.g. [22], [23], [24], [25] and [26]). The ArchiMEO ontology is used in the SEEK!sem project to provide the meaning of concepts and relations of the “information graph” and thus explain the context of information objects.

Using a graph-based representation of data, Minkov and Cohen [11], [12] have experimented with learning similarities in graphs with typed edges. Their approach is based on the random walk paradigm where a walk starts at a given set of initial nodes (the query). Transition probabilities depend on the types of edges. After some steps, the resulting distribution of the probability mass over the graph’s nodes is interpreted as scores and thus results in a ranking of the graph nodes w.r.t. the query. This has been applied e.g. in the task of finding synonyms in word graphs [13].
V. SEEK!SEM RECOMMENDER

A. Initial situation

As described above, we consider the situation of an Enterprise Portal – or more generally an information management system – where various types of information objects are organized.

Since SEEK!sem is considered the next generation of the existing information management software SEEK!SDM, our research is based on a test implementation provided by the business partner. In the concrete implementation, there are information objects, so-called resources, which need to be organized. Resources can be textual documents, multimedia content, but also information on persons, organisations, events and tasks. On the other hand, the system provides elements for structuring and organizing resources (structure elements). The most important structure element is called a dossier, which can be understood as a folder that holds resources related to the same task or business process. Other structure elements are topics from a taxonomy used to hierarchically organize dossiers and a flat set of tags that can be assigned to any resource. Finally, users can be assigned to roles, which are used to manage access rights within the system.

Besides directly allocating resources to dossiers, users can establish additional links between resources and/or structure elements by selecting relations from a predefined set, such as authorship, role membership or tagging.

Note that some of these elements and relations can be found elsewhere, e.g. in a file system where folders can be seen as equivalents to dossiers and file attributes (e.g. creator) are considered meta-data.

Figure 1 shows an example dossier (“Feb13”) which has one resource (“report 1”) and belongs to the topic “Sales”. The resource “report 1” is tagged as a “report” and has been authored by John Doe. The dossier has been created by the same John Doe who has the role of a sales representative, which in turn is connected to the topic “Sales”. John Doe has also authored “report 2”, which is, however, not assigned to any dossier.

B. Representation of information objects and context

We now address our first research question, namely the challenge of how to represent information objects and their context in a machine-understandable way.

By looking at Figure 1, it is obvious that the resources and their relations can be represented as a graph with typed nodes and edges. We call this form of graph a resource graph. As mentioned in Section IV above, we have mapped the node and edge types to the concepts and relations that are available in the ArchiMEO enterprise ontology. Thus, we will later be able to represent the graph as an RDF graph and apply reasoning procedures.

C. Definitions and general approach

The goal of our research was to support users of an information management system in organizing resources by recommending objects belonging into the same dossier. That is, when a user is working with a given dossier D, the system should proactively recommend resources that are related to D. The recommended resources should be ranked by their (estimated) similarity with D.

We assume that a large number of resource-dossier assignments has been performed manually before our system comes into play. We further assume that these manual assignments represent true similarity, i.e. that they can be used as a training set for learning a measure of similarity between a dossier D and a resource R. We call each pair (D,R) where R is
manually assigned to D a positive example. All other pairs (D’, R’) where there is no assignment (yet) are called negative examples.

Below, we will propose to learn a similarity measure that is based on the structure of the resource graph. More precisely, the similarity is expressed in the form of abstract paths. We define an abstract path as a sequence of edge types. A path p in a concrete resource graph is said to correspond to an abstract path p’ (and vice versa) if the types of p’s edges are equal to the edge types in p’. We denote this by p ≡ p’. In the example resource graph in Figure 1, the abstract path that corresponds to the shortest path between the tag “report” and John Doe is (resource-has-tag, resource-has-author). Note that we neglect the direction of edges.

D. Outline of proposed algorithm

With this, we are able to address our second research question, namely how to exploit context to establish reliable similarity between arbitrary information objects and use them for recommending related resources.

We establish a resource recommender by using the following steps:

1. Using the training data of manual dossier-resource assignments, we identify those abstract paths that are most likely to connect positive examples. Associate to each abstract path p a score s_p that reflects how well the path can distinguish between positive and negative examples.

2. For a given dossier D, we retrieve and rank a set of recommended resources [R_1, ..., R_n] in the following way:
   a. Using a reasoner, we identify all acyclic paths starting at D that correspond to any of the abstract paths identified in step 1. We collect the endpoints of these paths into the set of candidate resources [R_1, ..., R_n].
   b. Now, for each candidate resource R_i, we define the similarity between D and R_i based on the scores of abstract paths corresponding to the paths that connect D to R_i.
   c. We rank [R_1, ..., R_n] by their similarity with D, i.e. by sim(D, R_i) and return that ranking to the user.

Note that in addition to returning the ranking, each similarity score can be explained by providing the (top-scoring) abstract paths that appeared in the sum in step 2b.

In the following two sections, we will give more details on each of the steps 1, 2a and 2b of this general algorithm.

E. Step 1: identify “good” abstract paths

Our first goal is to identify those abstract paths that are found often between dossiers and resources that form positive examples, but rarely between negative ones. We can interpret these abstract paths as “association rules” that predict the association between a dossier and a resource.

Similar to approaches in association rule mining, we therefore score an abstract path p by its lift (cf. e.g. [27], chapter 6), which is defined as the probability of p being observed within the set of all paths that connect positive examples, divided by the overall probability of observing p:

$$
\text{Lift}(p) = \frac{P(p|\text{positive})}{P(p)}
$$

These probabilities are estimated by computing the relative frequencies of these events in the training data.

In our example from Figure 1, starting from the dossier “Feb 13”, there are overall 5 paths that end in a resource: the direct assignment of report1, the two paths that lead via John Doe directly to the report1 and report2, and the two paths that also lead via John Doe, but first making the detour via the “Sales” topic and the “sales rep.” role.

Now, let us consider the abstract path p = (dossier-has-creator, resource-has-author). Since there are 5 paths overall and 2 of these paths correspond to p, the overall probability of observing this path is P(p) = \frac{2}{5} = 0.4. On the other hand, only “Feb 13” and “report1” are directly connected. There are 3 paths (including the direct assignment) that connect these two nodes. Of these, only one corresponds to p, hence the probability of this path being observed to connect a positive example is P(p|positive) = \frac{1}{3} = 0.33. Thus, we arrive at Lift(p) = \frac{0.33}{0.4} = 0.83. Any lift below 1 means that it is less probable to observe this path with positive examples than to observe it in general – we would hence discard p.

In practice, abstract paths are found by breadth-first-search: starting from each dossier D in a resource graph, we follow the edges, searching all paths that end in a resource. Each time we encounter a resource R, we record which abstract path corresponds to the (concrete) path that led us from D to R and increment the count(s) for that abstract path’s probabilities.

In general, enumerating all paths between any two pairs of nodes in a graph, is an NP-hard problem and hence requires exponential time. Therefore, it is important to limit the depth of the search. It can also be useful to constrain the search by specifying that certain edge types should not appear more than once within any abstract path – something which can often be done without losing any relevant abstract paths.

F. Step 2a: identify candidate resources

After the identification of all significant paths, with a lift higher than 1, between the dossiers and the documents we can apply them to the other dossiers. As depicted in Figure 1, there is a path resource-has-author between John Doe and the "report 1", which itself belongs to the dossier "Feb 13". Now let's assume that after all the calculations in Step 1, the lift of the resource-has-author path is significant. We can now infer new knowledge on Figure 1 by applying the same path to the "report 2". Because of the
shared author John Doe, we can infer, that the "report 2" is to some extent related to the dossier "Feb 13". Therefore we instantiate a new relation between the dossier "Feb 13" and "report 2" called is-related-to.

This results in a new representation of dossiers and their relations to resources.

Our implemented prototype is developed in JAVA. Its backbone is the ArchiMEO enterprise ontology, which is capable to store the data and abstract paths. For each abstract path, we generate a rule, where the left side of the rule is an abstract path and the right side tells the reasoner to create a new edge that (tentatively) connects the dossier D to the candidate resource R, whenever there is a path between D and R that corresponds to the left side of the rule. The population of the ontology happens through the JENA API (http://jena.apache.org/) in a separate population module. This comprises an automated approach to walk through every item in the SEEK!SDM system and creating its instances in the ontology. Rules are manually defined and managed within an Ontology management tool called TopBraid (http://www.topquadrant.com). They are expressed as SPIN Rules and triggered in the prototype through the SPIN APIs (http://topbraid.org/spin/api/ and http://topbraid.org/spin/api/1.2.0/). When setting off the inferencing, the reasoner will insert new links that preliminarily connect dossiers to all candidate resources that can be reached via any of the abstract paths defined before. As explained in the next chapter, the similarity of these resources to the dossier can be ranked, by summing up the lifts of the corresponding abstract paths.

G. Step 2b: score resources by similarity

While we identify the candidate resources \( \{R_1, ..., R_n\} \), we need to record which paths have led from D to each \( R_i \) because the scores of the corresponding abstract paths will help us to score the candidates.

If we ignore the direct (manual assignment) between dossier “Feb13” and “report1” in the example depicted in Figure 1, and start at dossier “Feb 13” there are two acyclic paths that lead to the resource “report 1”.

- The first (via John Doe) corresponds to the abstract path \( p_1 = (\text{dossier-has-creator}, \text{resource-has-author}) \).

- The second path leads via the topic “Sales”, the role “sales rep” and “John Doe” and corresponds to the abstract path \( p_2 = (\text{dossier-has-topic}, \text{role-has-topic}, \text{login-has-role}, \text{resource-has-author}) \)

We now define the similarity between the dossier D and a candidate resource \( R_i \) as the sum of scores of all abstract paths that correspond to those paths that lead from D to \( R_i \) (note: if there is more than one path between D and \( R_i \) that corresponds to the same abstract path, then the score of that abstract path will be added twice):

\[
sim(D, R_i) = \sum_{p' \in P(D, R_i)} \text{score}(p')
\]

where \( P(D, R_i) \) is the set of all paths between D and \( R_i \).

In our example, the similarity between dossier “Feb 13” and “report 1” will be computed as \( \text{score}(p_1) + \text{score}(p_2) \) and \( p_1 \) and \( p_2 \) can help to explain why “report 1” was retrieved.

VI. EVALUATION RESULTS AND DISCUSSION

A. Experimental setup

We applied our approach to an instance of the SEEK!SDM system. Table 1 summarises the data set and its characteristics in terms of number of nodes of different types, whereas Table 2 shows the number of edges of the various types.

<table>
<thead>
<tr>
<th>Node type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>1474</td>
</tr>
<tr>
<td>Dossier</td>
<td>208</td>
</tr>
<tr>
<td>Tag</td>
<td>262</td>
</tr>
<tr>
<td>Topic</td>
<td>63</td>
</tr>
<tr>
<td>User</td>
<td>21</td>
</tr>
<tr>
<td>Role</td>
<td>3678</td>
</tr>
</tbody>
</table>

Table 1. Number of nodes of different type in the studied data set

<table>
<thead>
<tr>
<th>Edge type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dossier-has-resource</td>
<td>1258</td>
</tr>
<tr>
<td>Dossier-has-topic</td>
<td>208</td>
</tr>
<tr>
<td>Tag assignments (Resource-has-tag, Dossier-has-tag)</td>
<td>6127</td>
</tr>
<tr>
<td>Resource-has-creator</td>
<td>1474</td>
</tr>
<tr>
<td>Dossier-has-creator</td>
<td>208</td>
</tr>
<tr>
<td>Login-has-role</td>
<td>247</td>
</tr>
<tr>
<td>Role-has-topic</td>
<td>63</td>
</tr>
</tbody>
</table>

Table 2. Number of edges of different type in the studied data set

Further, we see that each dossier belongs to exactly one topic in the topic tree. Similarly, each dossier and each resource has exactly one creator.

We configured out algorithm introduced above to discover all paths of length \( \leq 4 \) leading from a dossier to a resource when executed but to ignore any paths that had more than one consecutive edges of type "resource-has-creator". This is for the following reason: if a path has for example two consecutive edges of type "resource-has-creator" this means that one resource is related to another resource via a person who has created both resources (consider the shortest path from "report1" to "report2" as shown in Figure 1). Hence, not restricting the paths would very quickly lead to the inclusion of

\[ \text{see } \text{http://www.sdm4you.ch/} \text{ for a demo version} \]

\[ \text{Fig} \text{ured 1} \]
of all resources since a few power users created the majority of resources.

B. Results

With these restrictions, our algorithm discovered roughly 4 million paths connecting dossiers to resources. About 88,000 of the paths represented a positive example (i.e. the paths connected a dossier to a resource that was manually assigned to that dossier).

Table 3 provides the abstract paths that were observed at least once with paths connecting positive examples and have a lift greater than 1, sorted by their lift (last column). The table also shows the support count of each abstract path, i.e. how often a corresponding path was observed in the data.

The first path discovered is trivial. The interesting paths discovered are paths nr. 1.2 and 1.3 – with a lift value significantly greater than 1. Starting from a dossier D, path 1.2 will recommend resources that share a tag with another resource that already belongs to D. Path 1.3 will additionally recommend resources that share a tag directly with D.

We also experimented with excluding tagging relations, i.e. edges of type “dossier-has-tag” and “resource-has-tag”. This graph is much smaller, such that there are only roughly 2.5 million paths connecting dossiers and resources, 10,000 of them connecting positive examples. Nevertheless, this experiment revealed some additional interesting paths – all of these paths with lift greater than 1 are displayed in Table 4.

For instance, path 2.2 will recommend resources that were created by the same person who created the input dossier D. Path 2.3 recommends resources that were created by a person who also created a dossier with the same topic as D. Finally, path 2.4 recommends resources that have been created by a person whose role is associated with the same topic as D. Since in the SEEK!SDM system access rights are tied to roles and are usually granted for areas of the topic tree (e.g. a sales representative has access to the topic “Sales and Marketing” in the tree in Figure 1, with all its sub-trees), this abstract path makes intuitive sense: resources created by a person with a role of a sales representative are likely to be somewhat similar to all dossiers in the “Sales and Marketing” area of the topic tree.

Table 4. Abstract paths discovered (without tags)

C. User Interface

Since a business user will not be interested in the technical background of a recommendation, recommendations for resources are explained in a user friendly way. Therefore the abstract paths on which the recommendations are based are translated into natural language. Table 5 below shows the user representation of the most interesting paths discovered.

D. Discussion

As observed above, the discovered paths make intuitive sense – i.e. none of these is really surprising in the sense that a human might not have come up with it, too. This is a valuable insight because it confirms that the analysis produces reasonable and comprehensible results.

However, the actual value of the analysis – and where it goes beyond what a human could do – lies in the fact that we are now able to quantify how reliably an abstract path will identify similar resources: for instance, path 2.4 in Table 4 was mentioned as a “good rule” for identifying related resources by an expert previous to the automatic analysis. The analysis reveals, however, that other paths are significantly more reliable.

All in all, this shows that our analysis is able find reasonable paths (i.e. symbolic “rules” that make intuitive sense to experts and users). Scoring paths with their lift additionally enables us to use them in ranking recommended resources, as would be the case with a sub-symbolic approach.
VII. CONCLUSION

In many enterprises the structuring of file repositories remains subject of individual users leading to the well-known problems of multiple filing, overlooking relevant information and incomprehensible folder structures. Although information management systems allow for user-friendly handling of electronic documents of all types, its handling mainly copies paper filing. Within the SEEK!Sem project new ways of supporting information management by applying semantic technologies and machine learning are researched. In this paper we presented an approach to improve current information systems by automatically identifying and recommending related information resources: by applying a rule-based similarity approach, the system can determine the reason for the similarity of resources. The recommendations are based on rules, exploiting mostly context similarity of information resources. Since the context of information objects is described in an enterprise ontology, it can be processed automatically. Using the context as a similarity base allows us to include different types of information resources, especially types with only limited processing and interpretation possibilities like images.

It is an important feature of our approach that it is based on a graph with labeled nodes and edges, i.e. one where specific classes of objects are foreseen and relations between them have a well-defined meaning. We exploit this meaning for explaining similarities to business users, i.e. the context of information objects is described not only in a machine understandable but also in a cognitively adequate representation for humans.

With the implementation and preliminary evaluation of the SEEK!Sem recommender described in chapters 0 and VI, the feasibility of discovering useful rules for recommending related information has been demonstrated. This process eases the handling of resources in information systems, prevents the emergence of information silos and thus increases the search ability and benefit of the system as a whole.
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