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Project 
• Study commissioned to Fachhochschule Nordwestschweiz (FHNW) by Swiss 

Federal Statistical Office (FSO) 

• Collaboration with Monika Ferster, Jean-Paul Kauthen, Daniela Lussmann, 
Olivier Wirz (all from FSO) and Juan-David Berdugo, Marc Bill, Ruedi Niederer 
(all from FHNW) 

• Data: Swiss Structural Survey 2013 

• Objectives:  
1. analysis of statistical data preparation process (SDPP) 
2. investigating potential for improvement 
3. develop indicators for the users of the data 

 

 



06.09.2016 FHNW School of Business 4 

Swiss Structural Survey 2013 
• Yearly survey to complement the register based census in Switzerland 

• 280’000 persons 

• mail and online 

• Person questionnaire: language, religion, migration, education, activity and 
occupation, commuting 

• household questionnaire: household composition and dwelling including rent 

• SDP process and methods developed by FSO 
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Data sets 

 

User is interested in change from D1 to D4, i.e. from raw to final data 

Producer is interested in all changes, D1 to D2 to D3 to D4, i.e. in the process 

• Call-
backs 

• Matching 
D1 

• Controls 
• Outlier 

detection 
D2 

Imputation 
(det.& 
stoch.) 

D3 • Analysis 
• Dissem. D4 

Dx Description Observations Variables 
D1 Raw 283’926 449 
D2 Matched 283’926 442 
D3 Controlled 281’991 406 
D4 Final 281’990 461 
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Variables 
• Questionnaire variables (person and household, each tick one variable) 

• Imputation flags (established by FSO) indicating a change compared to the 
preceding stage.   
• Binary flags =1 if change, =0 if no change  
• Complex flags with three categories indicate deterministic, stochastic 

(nearest neighbour) or mixed imputation  

• Weights: 
• Initial weight for raw data 
• Person and household weight  for final data 
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Questions, Variables and Variable Groups 
1. Main language (Q1): multiple response question with 10 items 

2. Completed education (Q8): multiple response question with 13 items 

3. Current activity status (Q11): multiple response question with 9 items 

4. Status in employment (Q13): single response question with 10 items 

5. Net rent (rentnet) (Q33): quantitative variable  

 

• First four questions (from person questionnaire) are treated as response 
groups (e.g. all 10 items of mainlanguage form a response group) 

• rentnet is a household variable 
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Structural missingness flags 
Structural missingness occurs when a question is filtered out. E.g. unemployed 
persons do not have to give their status in employment.  

Input: 

• Filtering variables (e.g. current activity status) 

• Filtering condition (e.g. no tick in first three items) 

• Filtered variables (e.g. status in employment) 

Output for status in employment as the filtered variable: 

• 𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠  =  0 if not structurally missing (default) 

• 𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠  =  1 if structurally missing (equivalent to a response) 
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Notation 

• 𝑦𝑦�𝑠𝑠𝑖𝑖 is the value of variable 𝑗𝑗 of observation 𝑖𝑖. 

• flags: 𝑟𝑟 for response, 𝑏𝑏 for structural missingness, 𝑔𝑔 for imputation (change). 

• weights: 𝑤𝑤 

• Set of observations: 𝑆𝑆 , group of variables: 𝐴𝐴 

• E.g. imputation ratio on final data set D4 with global imputation flag 𝑔𝑔14 and 
raw response flag 𝑟𝑟14: 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 =
∑ 𝑤𝑤4𝑠𝑠 ∑ 𝑟𝑟14𝑠𝑠𝑖𝑖 1 − 𝑏𝑏4𝑠𝑠𝑖𝑖   𝑔𝑔14𝑠𝑠𝑖𝑖𝑦𝑦�𝑠𝑠𝑖𝑖𝑖𝑖∈𝐴𝐴𝑠𝑠∈𝑆𝑆

∑ 𝑤𝑤4𝑠𝑠 ∑ 1 − 𝑏𝑏4𝑠𝑠𝑖𝑖 𝑦𝑦�𝑠𝑠𝑖𝑖𝑖𝑖∈𝐴𝐴𝑠𝑠∈𝑆𝑆
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Implementation in   
Software and environment for statistical calculations (Version 3.2.2) 

 

 Indicators and utilities implemented as an R-package sdap with 
documentation 

 Processes in R scripts 
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Indicators 
• Unit response rate (URR) 

• Item response rate (IRR) 

• Imputation rate (IMR) and imputation rate for responded items (IMRR) 

• Item response ratio (IRO) and item response ratio for resp. items (IROR) 

• Imputation ratio (IMRO) and imupation ratio for resp. items (IMROR) 

• Imputation impact (IMI) and imputation impact for resp. items (IMIR) 

• Structural missingness rate (SMR) 
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Results on final data set D4 

D4-r14-g14-w urr=irr iro imr imrr imro imror
rentnet 0.8852 0.8081 0.2633 0.0674 0.2539 0.0621
statusinemployment 0.9698 0.9522 0.0095 0.0040 0.0521 0.0043
completededucation 0.9723 0.9809 0.0115 0.0068 0.0301 0.0110
currentactivitystatus 0.9616 0.9658 0.0170 0.0113 0.0796 0.0454
mainlanguage 0.9928 0.9934 0.0051 0.0033 0.0190 0.0124

raw response flag 𝑟𝑟14, global imputation flag 𝑔𝑔14, weighted  

IMI(statusinemployment) 0.0138
IMIR(statusinemployment) 0.0015
SMR(statusinemployment) 0.3691
SMR(rentnet)                   0.4138
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IRR 
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Number of imputations 

# imputations* 0 1 2 3 4
main language 274393 6234 1363 0 0
completed education 260904 20778 308 0 0
current activity status 250341 30571 1078 0 0
status in employment 266976 14988 25 1 0
rentnet 115719 142469 3555 19951 296

* Including coding for structurally missings. 
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Conclusions for Structural Survey 
• Person variables 

• Reasonable number of missing values 
• Low imputation ratios for individual variables. Highest with current activity 

status (8%) 

• Quantitative variable rentnet 
• difficult to respond (information retrieval and exact definition) 
• difficult to treat (outliers, only soft control rules) 
• Important imputation ratio (25%) does not show the change due to 

imputation (much smaller!) 

• Efficiency of SDPP is high, no obvious potential for improvement! 
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Conclusions for SDPP indicators 
• Core set of indicators (URR, IRR, IRO, IMR, IMRO, IMI, SMR) is useful  

• Application to other variables is possible  

• Application to other surveys is desirable  

• Full value of the indicators for 
• comparison between editions of the same survey  
• effect of changes in SDPP (methods, parameters) 

• Documentation and archiving of indicators for perodic surveys to be 
developed! 
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